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❖ Flight delays cause various inconveniences for airlines, airports, and

passengers.

❖ According to the Brazilian National Civil Aviation Agency (ANAC), between

2009 and 2015, 22% Brazilian flights were delayed by more than 15 minutes.

❖ Airlines, airports, and users may be more interested in when delays are likely

to occur (sensitivity) than the correct prediction of an absence of delays

(accuracy).

❖ Building machine learning models under such unbalanced distribution is

challenging.

❖ Few works explore different preprocessing methods for the development of

machine-learning flight delay classification models.

❖Which preprocessing methods may aid in solving the sensitivity while

preserving good accuracy under such unbalanced distribution.

❖ This paper focuses on the unbalanced distribution of the classes of delay

(presence and absence) by performing an experimental evaluation of several

preprocessing methods for the development of machine-learning flight delay

classification models.

Data Reduction

Data Mining Process

❖ This work builds a dataset that integrates a database containing flight

operations data provided by the Brazilian National Civil Aviation Agency

(ANAC) (http://www.anac.gov.br) and airport weather data provided by

Weather Underground (http://www.wunderground.com).

❖ An experimental evaluation using different data preprocessing and machine

learning models was carried out over a Brazilian national commercial flight

dataset with the objective of building a classification model with higher

sensitivity to the occurrences of flight delays.

❖ A broader spectrum analysis of different data preprocessing methods was

evaluated when compared to the literature review, with a particular focus on

the unbalanced distribution of the classes of delay.

❖ Future work will focus on a more in-depth exploratory analysis of the data,

and an extensive combining of data preprocessing methods with machine

learning methods, particularly the deep-learning ones. Finally, a clustering

analysis is also intended to analyze data mining process effectiveness and

the quality of prediction, to improve the results obtained by the classifier.

❖ The data reduction activity aims to create a reduced representation of the

dataset (either by filtering attributes or tuples) to improve performance during

analytical result. Many approaches exist for attribute selection, such as (i)

Absolute Minimum Shrinkage and LASSO, (ii) Information Gain, (iii) Attribute

Selection based on Correlation (CFS), (iv) Principal Component Analysis

(PCA).
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Data integration & Transformation

Data Balancing

❖ Sampling is a direct approach to the problem of class balancing in a dataset.

From the use of balancing methods, it is possible to change the distribution of

classes aiming at obtaining a more balanced distribution of the data and

improve the performance of the data classification models. The data

balancing strategies used in this study are Random Sub-Sampling (RS) and

the Synthetic Minority Oversampling Technique (SMOTE).

Preliminary experimental evaluation

❖ Choosing machine learning methods (using LASSO):

❖ Exploring data balancing methods:

❖ Evaluation of preprocessing methods (using Neural Networks):


