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Learning Platforms (LP)

§ Many Learning Platforms (LP) (ex.: Moodle)
§ Specialized features: Instant messaging, wikis, social
applications

§ Communications tools are constantly evolving
§ Emerge new features

§ Comments, private messages, blogging, media file sharing
§ Support for mobile devices

§ Reduce barriers among students and between student-teacher

§ Commonly LP tools have their own social features
§ Due to security, pedagogical decisions
§ Features of web 2.0/3.0 similar to Facebook, LinkedIn
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Choices for LP

§ Choice for a particular LP can be time-consuming and
expensive

§ Measure the effectiveness of New Communication Tool
(NCT)
§ Check if NCT brings benefits to LP
§ How NCT is providing a complementary communication flow
with respect to the Current Communication Tool (CCT)
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Problem statement / approach

§ Problem
§ Measure the complementarity of a NCT when CCT is already
established in a LP

§ Proposal
§ Mixed Graph Framework (MGF) to evaluate the
complementariness of CCT with respect to NCT

§ CCT and NCT are modeled as graphs, respectively Gc and Gn

§ Create a Mixed Graph Gm

§ Measure Gm with respect to Gc
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Related work

§ Analysis of social networks
§ Widely studied for many years
§ Analyze the structure and dynamics of networks

§ In educational environments
§ Research is expanding
§ Usage of social networks in LP
§ Learning and teaching achievements
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Related work

§ Being social?
§ Data mining on network metrics extracted from information
flow modeled as graphs

§ Identification of groups (clusters and cliques)
§ Metrics such as cohesion and average distance used in
Network Science to gain insights

§ Usage on distance learning education
§ Analysis of communication flow of students to draw
conclusions and improve the e-learning courses

§ Frameworks for understanding social media
§ User contributions behavior and interrelationship

§ Mixed Graph Framework is novel
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Background: Graph Representation

§ Graph G(V, E)
§ Vertices: i ∈ V
§ Edges: (i,j) ∈ E

§ Adjacent matrix (A)
§ wi,j is the communication flow between i, j

§ Weighed adjacent matrix
§ Directed graph – wi,j ≠ wj,i
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Background: Graph Centrality Measures

§ Closeness: how close a member is to the others
§ !"($) = '

∑)∈+\- .(/,1)
§ 2($, 3) is the distance between nodes

§ Betweenness: summarize if a vertex is between other
pair of vertices
§ !4($) = ∑5676/∈8 9(5,7|/)9(5,7)
§ ;(<, =) is the number of minimum paths connecting s, t

§ Kleinberg centrality: identify important members
§ Hubs and Authorities
§ Eigenvectors of AAT andATA
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Background: Statistical Analysis

§ Distribution
§ Parametric (normal distribution)
§ Non-parametric (scale-free with power-law)

§ Comparison of samples
§ Distribution

§ Wilcoxon Rank Sum Test
§ Correlation

§ Spearman Rank Correlation Test
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MGF: Mixed Graph Framework

scribed in Section 4.2 and produces the mixed graph.
Line (5) is described in Section 4.3 and computes cen-
trality measures to evaluate the complementarity of
the NCT concerning the CCT.

4.1 Extract Functions

The first two activities of Algorithm 1 encompass
modeling graphs from the communication tools.
Graphs Gc = (Vc,Ec) and Gn = (Vn,En) are, re-
spectively, generated through the extraction Functions
f Extractc and f Extractn that are applied over the
CCT and NCT datasets.

A node i 2 Vc and p 2 Vn corresponds to mem-
bers of their respective graphs Gc and Gn. An edge
ei, j 2 Ec represents a communication in CCT from
member i 2Vc to member j 2Vc and the edge weight
wc(i, j) corresponds to the number of messages ex-
changed from i to j. Similarly, an edge ei, j 2 En rep-
resents a communication in the NCT from member i
to member j 2Vn and the edge weight wn(i, j) corre-
sponds to the number of messages exchanged from i
to j.

Both f Extractc and f Extractn are User Defined
Functions (UDFs) that vary according to the adopted
communication tools. For example, if CCT corre-
sponds to course messages in an LP tool, the com-
munication flow in the graph Gc between two mem-
bers i and j 2 V are measured by the number of
posts messages exchanged by them, as described in
Equation (1). On the other hand, if the NCT is an
LP tool, the communication flow is measured by the
weighted average of comments and likes someone is
interested in extracting from the LP, as described in
Equation (2).

Algorithm 1 Main MGF Algorithm
1: function MGF(D dc, D dn, e fc, e fn)
2: Gc  f Extractc(dc)
3: Gn  f Extractn(dn)
4: Gm  f Mix(Gc, Gn)
5: return f Analyze(Gc, Gm)
6: end function
1: function f Analyze(Gc, Gm)
2: r1  analyzeClosenessDist(Gc, Gm)
3: r2  analyzeClosenessCorr(Gc, Gm)
4: r3  analyzeBetweennessCorr(Gc, Gm)
5: r4  analyzeEigenTopK(Gc, Gm)
6: return {r1,r2,r3,r4}
7: end function

wc(i, j) = |posts(i, j)| (1)

wn(i, j) =
b|comments(i, j)| + g|likes(i, j)|

b+ g
(2)

Figures 1(a) and 1(b) display illustrative examples
of Gc and Gn, respectively. The graph Gc is obtained
by applying f Extractc over the Dc dataset and the
graph Gn is obtained by applying f Extractn over Dn
dataset.
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Figure 1: Communication flow: (a) Gc extracted from the
CCT dataset; (b) Gn extracted from NCT dataset; (c) Gm
produced by mixing Gc with Gn

4.2 Mixed Graphs

Let Gm = (Vm,Em) be the mixed graph with node set
Vm = Vc = Vn of order |Vm| and edge set Em =
Ec [En. To each edge ei, j 2 Em a weight wm(i, j) is
assigned as given by Equation (3). The mixed graph
activity is described in Algorithm 2. It receives both
Gc and Gn as an input and builds the mixed graph
Gm of order |Vm| with its edges weights given by the
vector wm.

wm(i, j) = wc(i, j)+wn(i, j) (3)
Note that the graph Gm represents the total flow of

communication provided by the two communication
tools and can be used to identify whether the NCT
is changing the communication flow or just mirror-
ing the communication flows between members in the
CCT. An example of Gm can be observed in Figure
1(c) obtained from Gn and Gc.
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MGF: Toy example

scribed in Section 4.2 and produces the mixed graph.
Line (5) is described in Section 4.3 and computes cen-
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to j.

Both f Extractc and f Extractn are User Defined
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sponds to course messages in an LP tool, the com-
munication flow in the graph Gc between two mem-
bers i and j 2 V are measured by the number of
posts messages exchanged by them, as described in
Equation (1). On the other hand, if the NCT is an
LP tool, the communication flow is measured by the
weighted average of comments and likes someone is
interested in extracting from the LP, as described in
Equation (2).

Algorithm 1 Main MGF Algorithm
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2: r1  analyzeClosenessDist(Gc, Gm)
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4: r3  analyzeBetweennessCorr(Gc, Gm)
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6: return {r1,r2,r3,r4}
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wc(i, j) = |posts(i, j)| (1)

wn(i, j) =
b|comments(i, j)| + g|likes(i, j)|

b+ g
(2)

Figures 1(a) and 1(b) display illustrative examples
of Gc and Gn, respectively. The graph Gc is obtained
by applying f Extractc over the Dc dataset and the
graph Gn is obtained by applying f Extractn over Dn
dataset.
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4.2 Mixed Graphs

Let Gm = (Vm,Em) be the mixed graph with node set
Vm = Vc = Vn of order |Vm| and edge set Em =
Ec [En. To each edge ei, j 2 Em a weight wm(i, j) is
assigned as given by Equation (3). The mixed graph
activity is described in Algorithm 2. It receives both
Gc and Gn as an input and builds the mixed graph
Gm of order |Vm| with its edges weights given by the
vector wm.

wm(i, j) = wc(i, j)+wn(i, j) (3)
Note that the graph Gm represents the total flow of

communication provided by the two communication
tools and can be used to identify whether the NCT
is changing the communication flow or just mirror-
ing the communication flows between members in the
CCT. An example of Gm can be observed in Figure
1(c) obtained from Gn and Gc.

Algorithm 2 Mixed Graphs
1: function f Mix(Gc, nG)
2: Vm Vc[Vn
3: Gm EmptyGraph(|Vm|)
4: for i 1 to |Vm| do
5: for j 1 to |Vm| do
6: if i <> j then
7: wm(i, j) wc(i, j)+wn(i, j)
8: end if
9: end for

10: end for
11: return (mG,wm)
12: end function

4.3 Complementarity Analysis

The complementarity analysis computes centrality
measures of each vertex extracted from Gc and Gm.
These values are used to compute if such metrics from
Gc are statistically significantly different from Gm. In
this case, it indicates that Gn is not simply an overlap
of Gc, i.e., actually bringing complementarity in the
overall communication. Such an activity is described
in Algorithm 3.

Algorithm 3 Analysis of Centrality
1: function analyzeClosenessDist(Gc, Gm)
2: vcc closeness(convertDist(Gc))
3: vcm closeness(convertDist(Gm))
4: return wilcox.test(vcm,vcm)
5: end function
1: function analyzeClosenessCorr(Gc, Gm)
2: vcc closeness(convertDist(Gc))
3: vcm closeness(convertDist(Gm))
4: return spearman.cor.test(vcm,vcm)
5: end function
1: function analyzeBetweennessCorr(Gc, Gm)
2: vbc betweenness(convertDist(Gc))
3: vbm betweenness(convertDist(Gm))
4: return spearman.cor.test(vbc,vbm)
5: end function
1: function analyzeHub(Gc, Gm,k)
2: vec eigen(asHub(convertDist(Gc)))
3: vem eigen(asHub(convertDist(Gm)))
4: ratio overlap(topk(vec), topk(vem))
5: sig hgeo(ratio,k · |vec|,(1� k) · |vec|)
6: return {ratio,sig}
7: end function

It is worth mentioning that all centrality-based
measures expect a weighted adjacency matrix as an
input. However, in all built graphs (Gc, Gn, and Gm),

the weight of the edges corresponds to the commu-
nication flow over a period. In this way, prior to
any centrality computation, it is important to con-
vert flows to distances since more messages, e-mails,
and post exchanges imply less distance between two
members. Such a transformation is described by
Function convertDist(w) that applies Equation (4) for
all edges in Algorithm 3.

w(i, j) =
1

w(i, j)
(4)

Functions closeness, betweenness, and Eigen, re-
spectively compute the weighted closeness, weighted
betweenness, and weighted Eigen vectors mea-
sures (Opsahl et al., 2010) of Gc and Gm. The first line
in all functions described in Algorithm 3 is to convert
the communication-based graph into a distance-based
graph according to Equation (4).

Function analyzeClosenessDist analyzes the
closeness centrality distribution. The goal is to
compute if the difference in the median of the
closeness of each graph is significantly different from
zero. For that, the nonparametric Wilcoxon rank
sum is used (Devore and Berk, 2011). The intuition
of this function is to compute if the introduction of
NCT changes the amount of communication flow
significantly concerning the CCT.

Functions analyzeBetweennessCorr and
analyzeClosenessCorr correlate the betweenness
and the closeness centralities between Gc and Gm,
respectively. For that, the nonparametric Spearman
correlation test is used (Devore and Berk, 2011).
The intuition of these functions is to compute if
the introduction of the NCT changes significantly
the way people interact concerning the CCT by
analyzing the established communication flows.
This indicates if the NCT is not merely increasing
the scale of messages among persons, but if it is
changing the communication flow structure. Such
a test is complementary to analyzeClosenessDist.
We can have situations where analyzeClosenessDist
may not differ but either analyzeClosenessCorr or
analyzeBetweennessCorr may present significant
changes and vice-versa.

Function analyzeHub is also a complementary
analysis. It analyzes the influence of introducing new
edges in the communication flow. It starts by multi-
plying the adjacency matrix with its transpose target-
ing the main hubs in the communication flow. This is
done in both graphs (Gc and Gm). Inside the function,
we calculate the top-k more central vertices in both
graphs and the overlap between them (same central
vertices in both graphs). We also compute the prob-
ability using the hypergeometric distribution of such
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MGF – Complementarity analysis

§ Closeness centrality
distribution
§ Intuition is to measure the

intensity change of
communication when
introducing NCT

§ Closeness and Betweenness
correlation
§ Intuition is to measure if the

introduction of NCT changes
the way in which people
interact concerning CCT

§ These sentinels may
observe difference signals

Algorithm 2 Mixed Graphs
1: function f Mix(Gc, nG)
2: Vm Vc[Vn
3: Gm EmptyGraph(|Vm|)
4: for i 1 to |Vm| do
5: for j 1 to |Vm| do
6: if i <> j then
7: wm(i, j) wc(i, j)+wn(i, j)
8: end if
9: end for

10: end for
11: return (mG,wm)
12: end function

4.3 Complementarity Analysis

The complementarity analysis computes centrality
measures of each vertex extracted from Gc and Gm.
These values are used to compute if such metrics from
Gc are statistically significantly different from Gm. In
this case, it indicates that Gn is not simply an overlap
of Gc, i.e., actually bringing complementarity in the
overall communication. Such an activity is described
in Algorithm 3.

Algorithm 3 Analysis of Centrality
1: function analyzeClosenessDist(Gc, Gm)
2: vcc closeness(convertDist(Gc))
3: vcm closeness(convertDist(Gm))
4: return wilcox.test(vcm,vcm)
5: end function
1: function analyzeClosenessCorr(Gc, Gm)
2: vcc closeness(convertDist(Gc))
3: vcm closeness(convertDist(Gm))
4: return spearman.cor.test(vcm,vcm)
5: end function
1: function analyzeBetweennessCorr(Gc, Gm)
2: vbc betweenness(convertDist(Gc))
3: vbm betweenness(convertDist(Gm))
4: return spearman.cor.test(vbc,vbm)
5: end function
1: function analyzeHub(Gc, Gm,k)
2: vec eigen(asHub(convertDist(Gc)))
3: vem eigen(asHub(convertDist(Gm)))
4: ratio overlap(topk(vec), topk(vem))
5: sig hgeo(ratio,k · |vec|,(1� k) · |vec|)
6: return {ratio,sig}
7: end function

It is worth mentioning that all centrality-based
measures expect a weighted adjacency matrix as an
input. However, in all built graphs (Gc, Gn, and Gm),

the weight of the edges corresponds to the commu-
nication flow over a period. In this way, prior to
any centrality computation, it is important to con-
vert flows to distances since more messages, e-mails,
and post exchanges imply less distance between two
members. Such a transformation is described by
Function convertDist(w) that applies Equation (4) for
all edges in Algorithm 3.

w(i, j) =
1

w(i, j)
(4)

Functions closeness, betweenness, and Eigen, re-
spectively compute the weighted closeness, weighted
betweenness, and weighted Eigen vectors mea-
sures (Opsahl et al., 2010) of Gc and Gm. The first line
in all functions described in Algorithm 3 is to convert
the communication-based graph into a distance-based
graph according to Equation (4).

Function analyzeClosenessDist analyzes the
closeness centrality distribution. The goal is to
compute if the difference in the median of the
closeness of each graph is significantly different from
zero. For that, the nonparametric Wilcoxon rank
sum is used (Devore and Berk, 2011). The intuition
of this function is to compute if the introduction of
NCT changes the amount of communication flow
significantly concerning the CCT.

Functions analyzeBetweennessCorr and
analyzeClosenessCorr correlate the betweenness
and the closeness centralities between Gc and Gm,
respectively. For that, the nonparametric Spearman
correlation test is used (Devore and Berk, 2011).
The intuition of these functions is to compute if
the introduction of the NCT changes significantly
the way people interact concerning the CCT by
analyzing the established communication flows.
This indicates if the NCT is not merely increasing
the scale of messages among persons, but if it is
changing the communication flow structure. Such
a test is complementary to analyzeClosenessDist.
We can have situations where analyzeClosenessDist
may not differ but either analyzeClosenessCorr or
analyzeBetweennessCorr may present significant
changes and vice-versa.

Function analyzeHub is also a complementary
analysis. It analyzes the influence of introducing new
edges in the communication flow. It starts by multi-
plying the adjacency matrix with its transpose target-
ing the main hubs in the communication flow. This is
done in both graphs (Gc and Gm). Inside the function,
we calculate the top-k more central vertices in both
graphs and the overlap between them (same central
vertices in both graphs). We also compute the prob-
ability using the hypergeometric distribution of such
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§ Gc – hierarchical teacher-students communication
§ Organizational structure
§ Teacher-students or Tutors-students

§ Gn – social network communication among students
§ Does not impose an organization structure

an occurrence.
The MGF is implemented in R. Statistical tests,

such as Wilcoxon rank sum and Spearman correlation
tests, are available in many statistical packages, such
as R (Dalgaard, 2008) and were included in MGF .

5 Experimental Evaluation

This section presents the evaluation of the pro-
posed MGF in measuring if the NCT brings com-
plementarity to the CCT inside a Learning Plat-
form (LP). We used synthetic data to simulate both
CCT and NCT usage to explore the MGF under differ-
ent group configurations and educational scales. Both
MGF and experimental evaluation is made available
at https://github.com/eogasawara/mgf.

We have organized this section into three parts, as
follows. Section 5.1 discusses synthetic data prepara-
tion that models LP (Newman et al., 2002). In Sec-
tion 5.2, we describe the general procedure of growth
network used in the experimental evaluation. In Sec-
tion 5.3, we present a toy sample analysis to illustrate
the benefits of MGF. In Section 5.4, we conduct a sen-
sitive analysis of MGF under different LP scenarios.

5.1 Synthetic data generation

Many networks can be framed in the definition of
scale-free networks (Barabási and Albert, 1999).
A network is classified as scale-free if the de-
gree distribution of its nodes follows the power law
model (Newman et al., 2002). Scale-free networks
have two general concepts: growth and preferential
attachment. The idea of growth points out to the con-
stant increase of the number of nodes in the network.
The preferential attachment means that the more con-
nected is a node, the more likely is that it gets new
links. The basic understanding for this second con-
cept is that a new member on the network has a higher
probability to interact with a person who interacts
with many people than with someone who is not so
active in the network.

The most notable feature of a scale-free network is
the existence of nodes with degree much higher than
the average degree in the network. The highest degree
nodes are often called hubs and have specific mean-
ings in each network. The presence of hubs is directly
related to the robustness of the network. Most of the
nodes are not hubs, and the probability of a signifi-
cant impact on total flow with the departure of one of
these low degree nodes is very low. On the other hand,
the removal of a hub can cause a large impact on the
communication flow or even a network partition.

In the experiments presented in our work, we gen-
erated Gc (simulating hierarchical teacher-students
communication) and Gn (simulating a social network
communication among all students) as scale-free net-
works. However, Gc follows the organizational struc-
ture formed by the traditional teacher-student rela-
tionship, whereas the Gn does not impose such a con-
straint. This assumption is reasonable since most LP
are organized hierarchically (either teacher-students
or tutors-students).

Algorithm 4 generates synthetic instances of CCT
and NCT; and was implemented using poweRlaw, an
R package to create scale-free graphs. Initially, the
first three parameters k,v,e are related to generation
of the subgraphs that will form CCT graph (i.e., Gc).
It starts by creating k subgraphs in Gc. Each subgraph
has v nodes with e edges. After that, the most cen-
tral nodes in each subgraph, according to its closeness
centrality, are connected to each other to establish a
hierarchical communication in Gc. In the end of Gc
build phase, this graph has |Vc| = vc = v · k nodes and
|Ec| = ec = (e ·k)+k edges. Then, the NCT graph Gn
is generated with vn = |Vn| nodes and en = |En| edges,
such that vn = vc. By construction, Gn is strictly scale-
free.

Table 1: Parameters used in the experimental evaluation

Parameter Description

vc = vn
Number of nodes in both graphs,
Gc and Gn

k Number of groups in Gc

ec
Number of edges (communication
flows) in Gc

en
Number of edges (communication
flows) in Gn

In Section 5.4, we explore three scenarios pro-
duced during synthetic data generation that corre-
spond to representative contexts for LP, such as the
number of vertices. A small course has the number of
members greater than 10 and lower than 50, whereas
in medium course the number of members is greater
than or equal to 50 and lower than 250. Addition-
ally, the number of messages and edges explored in
our study are in agreement with communications us-
ing both online social networks (Benevenuto et al.,
2009). The scenarios adopted for LP are presented in
Table 2.

5.2 Network Growth

Consider both Gc and Gn produced during the syn-
thetic dataset production. We can apply the MGF to
compute metrics and check if Gn is complementary
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Algorithm 4 Synthetic dataset production
1: function SyntheticDatasets(k,v,e,en)
2: for all i 1 to k do
3: Gi

c new ScaleFreeGraph(v,e)
4: Gc Gc[Gi

c
5: end for
6: for i 1 to kE �1 do
7: for j i+1 to kE do
8: el  connect(Gi

c,G
j
c)

9: Ec Ec[ e
10: end for
11: end for
12: vc v · k
13: vn vc
14: Gn new ScaleFreeGraph(vn,en)
15: return ({Gc,Gn})
16: end function

Table 2: LP Scenarios

Scenario Description

SC (Gn scale)

vc = 30, kc = 3, ec = 60
small : en = 25

medium : en = 45
large : en = 55

SC (Gc groups)

vc = 30, ec = 60, en = 45
low : kc = 2

moderated : kc = 3
high : kc = 5

MC (Gc
groups)

vc = 150, ec = 60
low : kc = 10, en = 120

moderated : kc = 15, en = 180
high : kc = 25, en = 300

Figure 2 explores different network growth (d) of
the new tool (Gn) using ratios such as 25%, 50%,
75%, and 100% in Algorithm 5. It is possible to ob-
serve that both the number of edges in Gn and their
weights are explored in different growth ratios (G25%

n
(b), G50%

n (d), G75%
n (e), and G100%

n (f)). This leads to
different mixed graphs Gm: G25%

m (c), G50%
m (g), G75%

m
(h), and G100%

m (i) by mixing Gc with Gn. By visually
inspecting the instance of Gm presented in Figure 2, it
seems that the hierarchical structure does not restrict
the communication flow as the growth ratio of Gn in-
creases.

To better comprehend the toy sample, Figure 3
presents descriptive statistics for Gm produced by
mixing Gc(vc = 10,kc = 2,ec = 10) with Gn(vn =
10,en = 10). Figure 3(a) depicts the frequency of

Algorithm 5 Network Growth
1: function NetGrowth(wc,wn,r)
2: RS {}
3: for all d 0 to 100 step r do
4: wn,d Filter(d, d

100 ·wn)
5: wm,d  f Mix(wc, wn,d)
6: RS RS [ f Analyze(wc,wm,d)
7: end for
8: plotCharts(RS)
9: end function

degree of Gm as Gn grows. The degree of vertices
increases as Gn grows. The plots in log x log scale
fits a power law distributions, i.e., suggesting a scale-
free graph. This behavior is also summarized in Fig-
ure 3(b). Additionally, Figures 3(c) and 3(d) describe
the closeness and betweenness centrality distribution.
In Figure 3(d), the box plot for growth ratios of 50%,
does not present any intersection with box plots of
smaller growth ratios (0% and 25%). This indicates
significant difference among them, i.e., the median
closeness of G50%

m is higher than in Gc. Neverthe-
less, the betweenness described in Figure 3(c) does
not present any significant difference among them.

Furthermore, Figures 3(e) and 3(f) present, re-
spectively, a scatter plot for the closeness and be-
tweenness correlation between Gc and Gm. The cor-
relation is plotted with a confidence interval of 95%.
It is possible to observe that both are correlated. This
indicates, for example, that although Figure 3(c) indi-
cates an increase in closeness introduced by Gn, such
an increase does not change the topology of Gc, i.e., it
is not introducing a complementary behavior. It is ac-
tually just introducing an increase in the scale of Gm
with respect to Gc.

However, analyzing these plots may not be appli-
cable in general, especially for more extensive net-
works, such as in a distance learning education. To
tackle this problem, the MGF uses statistical analysis
to assess and monitor the complementarity of NCT. It
applies the Wilcoxon rank sum test and the Spearman
rank correlation test to both betweenness and close-
ness as described in our Main Analysis.

5.4 Sensitive Analysis

In this section, we evaluate the proposed MGF using
synthetic data described in Section 5.1. It is worth
mentioning that the objective of this section is not to
assess the impacts of introducing a NCT. Instead, we
intend to evaluate whether the MGF can distinguish
Gc and Gm according to the influence of Gn. We have
conducted a sensitivity analysis between networks.
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Algorithm 4 Synthetic dataset production
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degree of Gm as Gn grows. The degree of vertices
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fits a power law distributions, i.e., suggesting a scale-
free graph. This behavior is also summarized in Fig-
ure 3(b). Additionally, Figures 3(c) and 3(d) describe
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In Figure 3(d), the box plot for growth ratios of 50%,
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significant difference among them, i.e., the median
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an increase does not change the topology of Gc, i.e., it
is not introducing a complementary behavior. It is ac-
tually just introducing an increase in the scale of Gm
with respect to Gc.

However, analyzing these plots may not be appli-
cable in general, especially for more extensive net-
works, such as in a distance learning education. To
tackle this problem, the MGF uses statistical analysis
to assess and monitor the complementarity of NCT. It
applies the Wilcoxon rank sum test and the Spearman
rank correlation test to both betweenness and close-
ness as described in our Main Analysis.

5.4 Sensitive Analysis

In this section, we evaluate the proposed MGF using
synthetic data described in Section 5.1. It is worth
mentioning that the objective of this section is not to
assess the impacts of introducing a NCT. Instead, we
intend to evaluate whether the MGF can distinguish
Gc and Gm according to the influence of Gn. We have
conducted a sensitivity analysis between networks.



17

Toy example

1 FIGURES1

1
2

3

4

5

6

7

8

9

10

1

2

3

4

5

6

7

8

9

10

1

2

3

4

5

6

7

8

9

10

(a) Gc(vc = 10,kc = 2,ec = 10) (b) G25%
n (vn = 10,en = 10) (c) G25%

m = Gc +G25%
n

1

2

3

4

5
6

7

8

9

10

1

2

3

4

5

6

7

8

910

1

2

3

4

5

6

7

8

9 10

(d) G50%
n (vn = 10,en = 10) (e) G75%

n (vn = 10,en = 10) ( f ) G100%
n (vn = 10,en = 10)

1

2

3

4

5

6

7

8

9

10

1

2

3

4

5

6

7

8

9

10

1

2

3

4

5

6

7

8

9

10

(g) G50%
m = Gc +G50%

n (h) G75%
m = Gc +G75%

n (i) G100%
m = Gc +G100%

n

Figure 1. An example of current tool Gc (a) and new tool Gn (b) produced by Algorithm ??. The mixed
graph Gm is produced by Algorithm ?? from both Gc and Gn. A network growth for new tool (Gn) with
ration equals to 25% (b), 50% (d), 75% (e), and 100% (f); with their respectively effects in producing
mixed graphs (Gm), G25%
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Figure 2: An example of current tool Gc (a) and new tool Gn (b) produced by Algorithm 4. The mixed graph Gm is produced
by Algorithm 2 from both Gc and Gn. A network growth for new tool (Gn) with ration equals to 25% (b), 50% (d), 75% (e),
and 100% (f); with their respectively effects in producing mixed graphs (Gm), G25%

m (c), G50%
m (g), G75%

m (h), and G100%
m (i).

The width of edges are related to their weights

to Gc. However, to better explore MGF, in all exper-
imental evaluation we analyzed Gn using a network
growth described in Algorithm 5. The goal is to al-
low for the comprehension of the MGF behavior as
we increase Gn from an empty graph until reaching
the entire Gn structure. According to Algorithm 5,
the growth ratio d filter both edge weights and the

number of edges in its entire structure according to
its weight distribution. The edge weights for wn are
all multiplied by d

100 , to set the relative strength of
usage in both networks. The lesser the value of d,
the lesser is the communication flow inside the gener-
ated NCT. Additionally, only d percentile of edges is
presented in wn,d. This allows for simulating the in-
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Figure 2: An example of current tool Gc (a) and new tool Gn (b) produced by Algorithm 4. The mixed graph Gm is produced
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and 100% (f); with their respectively effects in producing mixed graphs (Gm), G25%

m (c), G50%
m (g), G75%

m (h), and G100%
m (i).

The width of edges are related to their weights

to Gc. However, to better explore MGF, in all exper-
imental evaluation we analyzed Gn using a network
growth described in Algorithm 5. The goal is to al-
low for the comprehension of the MGF behavior as
we increase Gn from an empty graph until reaching
the entire Gn structure. According to Algorithm 5,
the growth ratio d filter both edge weights and the

number of edges in its entire structure according to
its weight distribution. The edge weights for wn are
all multiplied by d

100 , to set the relative strength of
usage in both networks. The lesser the value of d,
the lesser is the communication flow inside the gener-
ated NCT. Additionally, only d percentile of edges is
presented in wn,d. This allows for simulating the in-

1 FIGURES1

1
2

3

4

5

6

7

8

9

10

1

2

3

4

5

6

7

8

9

10

1

2

3

4

5

6

7

8

9

10

(a) Gc(vc = 10,kc = 2,ec = 10) (b) G25%
n (vn = 10,en = 10) (c) G25%

m = Gc +G25%
n

1

2

3

4

5
6

7

8

9

10

1

2

3

4

5

6

7

8

910

1

2

3

4

5

6

7

8

9 10

(d) G50%
n (vn = 10,en = 10) (e) G75%

n (vn = 10,en = 10) ( f ) G100%
n (vn = 10,en = 10)

1

2

3

4

5

6

7

8

9

10

1

2

3

4

5

6

7

8

9

10

1

2

3

4

5

6

7

8

9

10

(g) G50%
m = Gc +G50%

n (h) G75%
m = Gc +G75%

n (i) G100%
m = Gc +G100%

n

Figure 1. An example of current tool Gc (a) and new tool Gn (b) produced by Algorithm ??. The mixed
graph Gm is produced by Algorithm ?? from both Gc and Gn. A network growth for new tool (Gn) with
ration equals to 25% (b), 50% (d), 75% (e), and 100% (f); with their respectively effects in producing
mixed graphs (Gm), G25%

m (c), G50%
m (g), G75%

m (h), and G100%
m (i). The width of edges are related to their

weights

1/3

Figure 2: An example of current tool Gc (a) and new tool Gn (b) produced by Algorithm 4. The mixed graph Gm is produced
by Algorithm 2 from both Gc and Gn. A network growth for new tool (Gn) with ration equals to 25% (b), 50% (d), 75% (e),
and 100% (f); with their respectively effects in producing mixed graphs (Gm), G25%

m (c), G50%
m (g), G75%

m (h), and G100%
m (i).

The width of edges are related to their weights

to Gc. However, to better explore MGF, in all exper-
imental evaluation we analyzed Gn using a network
growth described in Algorithm 5. The goal is to al-
low for the comprehension of the MGF behavior as
we increase Gn from an empty graph until reaching
the entire Gn structure. According to Algorithm 5,
the growth ratio d filter both edge weights and the

number of edges in its entire structure according to
its weight distribution. The edge weights for wn are
all multiplied by d

100 , to set the relative strength of
usage in both networks. The lesser the value of d,
the lesser is the communication flow inside the gener-
ated NCT. Additionally, only d percentile of edges is
presented in wn,d. This allows for simulating the in-



19

Analysis of degree, betweenness, closeness
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Figure 2. Descriptive statistics of Gm in the toy example grouped by growth ratio
� = {0,25,50,75,100}. The degree distribution of Gm is in log x log scale (a). Box-plot of degree (b),
closeness (c), and betweenness (d) distributions of Gm. Correlation plot of betweenness (Gc x Gm) (e).
Correlation plot of closeness (Gc x Gm) (f)
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Figure 3. Scenario of Small Enterprise - varying number of edges in Gn: betweenness correlation
analysis (a), closeness median analysis (b), closeness correlation analysis (c)
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Figure 3: Descriptive statistics of Gm in the toy example grouped by growth ratio d = {0,25,50,75,100}. The degree
distribution of Gm is in log x log scale (a). Box-plot of degree (b), closeness (c), and betweenness (d) distributions of Gm.
Correlation plot of betweenness (Gc x Gm) (e). Correlation plot of closeness (Gc x Gm) (f)

crease of new relationships among members accord-
ing to time. Each combination of wc, wn,d is used
as input for f Analyze. All metrics are collected and
stored in a result set RS. Once RS is complete, it is
possible to plot charts, such as the ones presented in
the experimental evaluation.

Note that Algorithm 4 takes as input the growth
ratio d (0  d  100). Initially, the edge weights for
both Gc and Gn are randomly generated according to
the same distribution. After that, Table 1 summarizes
parameters adopted in experimental evaluation.

5.3 Toy Sample Analysis

As an example, we present a toy graph that corre-
sponds to one of the smallest LP possible. It has ten
vertices, two groups for Gc, and ten edges in both Gc
and Gn (vc = vn = 10, kc = 2, ec = en = 10).
Figures 2(a) and 2(b) are respectively examples of the
CCT and the NCT graphs produced by Algorithm 4
according to this small setup. Figure 2(c) presents the
produced mixed graph (Gm) from both Gc and Gn us-
ing Algorithm 2.
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Figure 3: Descriptive statistics of Gm in the toy example grouped by growth ratio d = {0,25,50,75,100}. The degree
distribution of Gm is in log x log scale (a). Box-plot of degree (b), closeness (c), and betweenness (d) distributions of Gm.
Correlation plot of betweenness (Gc x Gm) (e). Correlation plot of closeness (Gc x Gm) (f)

crease of new relationships among members accord-
ing to time. Each combination of wc, wn,d is used
as input for f Analyze. All metrics are collected and
stored in a result set RS. Once RS is complete, it is
possible to plot charts, such as the ones presented in
the experimental evaluation.

Note that Algorithm 4 takes as input the growth
ratio d (0  d  100). Initially, the edge weights for
both Gc and Gn are randomly generated according to
the same distribution. After that, Table 1 summarizes
parameters adopted in experimental evaluation.

5.3 Toy Sample Analysis

As an example, we present a toy graph that corre-
sponds to one of the smallest LP possible. It has ten
vertices, two groups for Gc, and ten edges in both Gc
and Gn (vc = vn = 10, kc = 2, ec = en = 10).
Figures 2(a) and 2(b) are respectively examples of the
CCT and the NCT graphs produced by Algorithm 4
according to this small setup. Figure 2(c) presents the
produced mixed graph (Gm) from both Gc and Gn us-
ing Algorithm 2.
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Figure 3: Descriptive statistics of Gm in the toy example grouped by growth ratio d = {0,25,50,75,100}. The degree
distribution of Gm is in log x log scale (a). Box-plot of degree (b), closeness (c), and betweenness (d) distributions of Gm.
Correlation plot of betweenness (Gc x Gm) (e). Correlation plot of closeness (Gc x Gm) (f)

crease of new relationships among members accord-
ing to time. Each combination of wc, wn,d is used
as input for f Analyze. All metrics are collected and
stored in a result set RS. Once RS is complete, it is
possible to plot charts, such as the ones presented in
the experimental evaluation.

Note that Algorithm 4 takes as input the growth
ratio d (0  d  100). Initially, the edge weights for
both Gc and Gn are randomly generated according to
the same distribution. After that, Table 1 summarizes
parameters adopted in experimental evaluation.

5.3 Toy Sample Analysis

As an example, we present a toy graph that corre-
sponds to one of the smallest LP possible. It has ten
vertices, two groups for Gc, and ten edges in both Gc
and Gn (vc = vn = 10, kc = 2, ec = en = 10).
Figures 2(a) and 2(b) are respectively examples of the
CCT and the NCT graphs produced by Algorithm 4
according to this small setup. Figure 2(c) presents the
produced mixed graph (Gm) from both Gc and Gn us-
ing Algorithm 2.
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Figure 2. Descriptive statistics of Gm in the toy example grouped by growth ratio
� = {0,25,50,75,100}. The degree distribution of Gm is in log x log scale (a). Box-plot of degree (b),
closeness (c), and betweenness (d) distributions of Gm. Correlation plot of betweenness (Gc x Gm) (e).
Correlation plot of closeness (Gc x Gm) (f)
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Figure 3. Scenario of Small Enterprise - varying number of edges in Gn: betweenness correlation
analysis (a), closeness median analysis (b), closeness correlation analysis (c)
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Figure 3: Descriptive statistics of Gm in the toy example grouped by growth ratio d = {0,25,50,75,100}. The degree
distribution of Gm is in log x log scale (a). Box-plot of degree (b), closeness (c), and betweenness (d) distributions of Gm.
Correlation plot of betweenness (Gc x Gm) (e). Correlation plot of closeness (Gc x Gm) (f)

crease of new relationships among members accord-
ing to time. Each combination of wc, wn,d is used
as input for f Analyze. All metrics are collected and
stored in a result set RS. Once RS is complete, it is
possible to plot charts, such as the ones presented in
the experimental evaluation.

Note that Algorithm 4 takes as input the growth
ratio d (0  d  100). Initially, the edge weights for
both Gc and Gn are randomly generated according to
the same distribution. After that, Table 1 summarizes
parameters adopted in experimental evaluation.

5.3 Toy Sample Analysis

As an example, we present a toy graph that corre-
sponds to one of the smallest LP possible. It has ten
vertices, two groups for Gc, and ten edges in both Gc
and Gn (vc = vn = 10, kc = 2, ec = en = 10).
Figures 2(a) and 2(b) are respectively examples of the
CCT and the NCT graphs produced by Algorithm 4
according to this small setup. Figure 2(c) presents the
produced mixed graph (Gm) from both Gc and Gn us-
ing Algorithm 2.

Closeness

Betweenness
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Sensitive Analysis

Algorithm 4 Synthetic dataset production
1: function SyntheticDatasets(k,v,e,en)
2: for all i 1 to k do
3: Gi

c new ScaleFreeGraph(v,e)
4: Gc Gc[Gi

c
5: end for
6: for i 1 to kE �1 do
7: for j i+1 to kE do
8: el  connect(Gi

c,G
j
c)

9: Ec Ec[ e
10: end for
11: end for
12: vc v · k
13: vn vc
14: Gn new ScaleFreeGraph(vn,en)
15: return ({Gc,Gn})
16: end function

Table 2: LP Scenarios

Scenario Description

SC (Gn scale)

vc = 30, kc = 3, ec = 60
small : en = 25

medium : en = 45
large : en = 55

SC (Gc groups)

vc = 30, ec = 60, en = 45
low : kc = 2

moderated : kc = 3
high : kc = 5

MC (Gc
groups)

vc = 150, ec = 60
low : kc = 10, en = 120

moderated : kc = 15, en = 180
high : kc = 25, en = 300

Figure 2 explores different network growth (d) of
the new tool (Gn) using ratios such as 25%, 50%,
75%, and 100% in Algorithm 5. It is possible to ob-
serve that both the number of edges in Gn and their
weights are explored in different growth ratios (G25%

n
(b), G50%

n (d), G75%
n (e), and G100%

n (f)). This leads to
different mixed graphs Gm: G25%

m (c), G50%
m (g), G75%

m
(h), and G100%

m (i) by mixing Gc with Gn. By visually
inspecting the instance of Gm presented in Figure 2, it
seems that the hierarchical structure does not restrict
the communication flow as the growth ratio of Gn in-
creases.

To better comprehend the toy sample, Figure 3
presents descriptive statistics for Gm produced by
mixing Gc(vc = 10,kc = 2,ec = 10) with Gn(vn =
10,en = 10). Figure 3(a) depicts the frequency of

Algorithm 5 Network Growth
1: function NetGrowth(wc,wn,r)
2: RS {}
3: for all d 0 to 100 step r do
4: wn,d Filter(d, d

100 ·wn)
5: wm,d  f Mix(wc, wn,d)
6: RS RS [ f Analyze(wc,wm,d)
7: end for
8: plotCharts(RS)
9: end function

degree of Gm as Gn grows. The degree of vertices
increases as Gn grows. The plots in log x log scale
fits a power law distributions, i.e., suggesting a scale-
free graph. This behavior is also summarized in Fig-
ure 3(b). Additionally, Figures 3(c) and 3(d) describe
the closeness and betweenness centrality distribution.
In Figure 3(d), the box plot for growth ratios of 50%,
does not present any intersection with box plots of
smaller growth ratios (0% and 25%). This indicates
significant difference among them, i.e., the median
closeness of G50%

m is higher than in Gc. Neverthe-
less, the betweenness described in Figure 3(c) does
not present any significant difference among them.

Furthermore, Figures 3(e) and 3(f) present, re-
spectively, a scatter plot for the closeness and be-
tweenness correlation between Gc and Gm. The cor-
relation is plotted with a confidence interval of 95%.
It is possible to observe that both are correlated. This
indicates, for example, that although Figure 3(c) indi-
cates an increase in closeness introduced by Gn, such
an increase does not change the topology of Gc, i.e., it
is not introducing a complementary behavior. It is ac-
tually just introducing an increase in the scale of Gm
with respect to Gc.

However, analyzing these plots may not be appli-
cable in general, especially for more extensive net-
works, such as in a distance learning education. To
tackle this problem, the MGF uses statistical analysis
to assess and monitor the complementarity of NCT. It
applies the Wilcoxon rank sum test and the Spearman
rank correlation test to both betweenness and close-
ness as described in our Main Analysis.

5.4 Sensitive Analysis

In this section, we evaluate the proposed MGF using
synthetic data described in Section 5.1. It is worth
mentioning that the objective of this section is not to
assess the impacts of introducing a NCT. Instead, we
intend to evaluate whether the MGF can distinguish
Gc and Gm according to the influence of Gn. We have
conducted a sensitivity analysis between networks.
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Sensitive analysis: Small course
Varying the number of edges in Gn
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Figure 2. Descriptive statistics of Gm in the toy example grouped by growth ratio
� = {0,25,50,75,100}. The degree distribution of Gm is in log x log scale (a). Box-plot of degree (b),
closeness (c), and betweenness (d) distributions of Gm. Correlation plot of betweenness (Gc x Gm) (e).
Correlation plot of closeness (Gc x Gm) (f)
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Figure 3. Scenario of Small Enterprise - varying number of edges in Gn: betweenness correlation
analysis (a), closeness median analysis (b), closeness correlation analysis (c)

2/3

Figure 4: Scenario of Small Course - varying number of edges in Gn: betweenness correlation analysis (a), closeness median
analysis (b), closeness correlation analysis (c)
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(a) (b) (c)

Figure 4. Scenario of Small Enterprise - varying number of groups in Gc: betweenness correlation
analysis (a), closeness median analysis (b), closeness correlation analysis (c)

●●●●●●●●●●●●●●●●●●
●
●

●

●

●

●

●

●

●

●

●

●

●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●

●

●

●

●

●●●●●●●●●●●●●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●
●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●0.0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
growth

be
tw

ee
nn

es
s 
− 

w
ilc

ox
.te

st

config: ● ● ● ●ME:low ME:mod. ME:high 5%

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●

●
●

●

●

●

●

●

●

●
●

●
●

●●

●

●

●

●

●

●

●●
●
●

●
●

●

●

●

●

●
●●

●

●

●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●
●

●
●

●
●
●

●

●

●
●
●

●

●

●

●

●

●●●

●
●

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
growth

be
tw

ee
nn

es
s 
− 

sp
ea

rm
an

.te
st

config: ● ● ● ●ME:low ME:mod. ME:high 5%

●●●●●●●●●●●●●●●●

●

●

●

●

●

●

●

●

●

●

●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●

●

●

●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●
●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●0.0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
growth

cl
os

en
es

s 
− 

w
ilc

ox
.te

st

config: ● ● ● ●ME:low ME:mod. ME:high 5%

(a) (b) (c)

Figure 5. Scenario of Medium Enterprise - varying both number of groups in Gc and number of edges in
Gn: betweenness median analysis (a), betweenness correlation analysis (b), closeness median analysis (c)
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Figure 5: Scenario of Small Course - varying number of groups in Gc: betweenness correlation analysis (a), closeness median
analysis (b), closeness correlation analysis (c)
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(a) (b) (c)

Figure 4. Scenario of Small Enterprise - varying number of groups in Gc: betweenness correlation
analysis (a), closeness median analysis (b), closeness correlation analysis (c)
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(a) (b) (c)

Figure 5. Scenario of Medium Enterprise - varying both number of groups in Gc and number of edges in
Gn: betweenness median analysis (a), betweenness correlation analysis (b), closeness median analysis (c)
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Figure 6: Scenario of Medium Course - varying both number of groups in Gc and number of edges in Gn: betweenness median
analysis (a), betweenness correlation analysis (b), closeness median analysis (c)

In the example, Figure 2(a) simulates communica-
tions that occur through CCT inside a small course. In
this case, we assume that the course has two groups.
It is possible to view some clusters of communication,
which can be found among students who share a close
relationship, such as work on related tasks, where the
internal processes of the course make them to have
a direct communication. Despite these clusters, it is
possible to observe that the graph is connected. This
means that with the mediation of one or more persons,
the information can be disseminated through the net-

work. In a small network like Gc, we can visually
inspect the characteristics that are part of the goals
of our analysis, such as connectivity, the presence of
clusters, and center points connecting them which are
the students identified as 2 and 7. Clusters commu-
nicate with each other through the central points. We
applied a similar procedure to produce the graph as-
sociated to the NCT (Gn) depicted in Figure 2(b) and
described in Algorithm 4.
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Conclusions

§ Proposed MGF to analyze if NCT is complementary to
CCT

§ Evaluated MGF using synthetic data
§ Future work

§ Analyze a real-world scenario
§ Analyze the timely evolution of a CCT
§ Analyze the network increase
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